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“Blue sofa in a white 
room with a cactus to 
its right and a coffee 
table in front”







Relationships within the same list: 
words that are more likely to 
appear in similar contexts will be 
more similar

word2vec
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Relationships within the same list: 
words that are more likely to 
appear in similar contexts will be 
more similar



Federated textual inversion: aggregate 
pseudo-word embedding vector





However, there is a privacy leakage problem. 
An attacker can directly generate similar 
images to this client based on its pseudo-word 





The averaged pseudo-word embedding 
may lose learned features 
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Fig. 3: Object variations generated using the pseudo-word learned by RELIC and other baseline methods under federated
learning with i.i.d. (IID) and non-i.i.d. (non-IID) data.

Fig. 4: Illustration of images generated by each client using the pseudo-words learned by TI-Local and RELIC under federated
learning with non-i.i.d. data. Three rows correspond to clients with numbers of local samples: 1, 3, and 6, in which the 6
images present various styles. They have 8, 12, and 18 fake images, respectively.

personalized branch. As pseudo-words from clients contain generic knowledge, they can be averaged without comparing the



Aggregated and updated 

u′￼ = W1 ⋅ F + W2 ⋅ uu

u

K.Zhou,J.Yang,C.C.Loy,andZ.Liu,“Conditional Prompt Learningfor Vision-Language Models,” in Proc. IEEE/CVF Conference on 
Computer Vision and Pattern Recognition (CVPR), 2022, pp. 16 816–16 825. 




Improving performance further — prototype 
alignment
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